
Detailed Explanation of Vector Addition and Matrix Multiplication using CPU and GPU

This practical demonstrates the use of both CPU and GPU for performing vector addition and matrix

multiplication.

The practical is divided into two parts: vector addition and matrix multiplication, each executed first

on the CPU and then on the GPU.

The time taken for these operations on both the CPU and GPU is recorded and compared.

1. Vector Addition

    - The size of the vectors is 10 million (10^7) elements.

    - The program performs vector addition on the CPU first, and then it is moved to the GPU for

comparison.

    - The difference in the execution time will highlight the advantages and disadvantages of using

CPU vs. GPU for basic mathematical operations.

2. Matrix Multiplication

    - The matrices created for this task are of size 1024 x 1024.

    - Similar to the vector addition, the matrix multiplication is first executed on the CPU, and then it is

offloaded to the GPU.

    - The comparison of the execution time is to understand how matrix multiplication behaves

differently on CPU and GPU.

In both cases, the goal is to understand the performance differences between CPU and GPU, and to

evaluate when using a GPU might be beneficial.

Vector Addition: CPU vs GPU



The following code demonstrates the vector addition operation using both the CPU and GPU. The

operation takes two vectors `a_cpu` and `b_cpu`, 

each of size N = 10^7, and adds them element-wise.

In the CPU part:

    - Vectors `a_cpu` and `b_cpu` are created using numpy's `random.rand` to generate random

numbers.

    - The vectors are then added using the `+` operator, which is a simple addition of each

corresponding element from both vectors.

In the GPU part:

    - The `a_cpu` and `b_cpu` numpy arrays are transferred to the GPU using `cp.asarray()`, which

converts them into cupy arrays.

    - The addition operation is performed on the GPU, and `cp.cuda.Device(0).synchronize()` ensures

the GPU completes its task before continuing the execution.

    - Finally, the execution time for both operations (CPU and GPU) is printed.

Output:

CPU Vector Addition Time: 0.0146 seconds

GPU Vector Addition Time: 1.1832 seconds

The result highlights the difference in performance when performing basic operations on the CPU

versus the GPU. 

However, note that for simple operations like vector addition, the GPU overhead might outweigh its

performance benefit.



Matrix Multiplication: CPU vs GPU

Matrix multiplication is a fundamental operation in many scientific and engineering computations. 

In this case, the two matrices `A_cpu` and `B_cpu` are created randomly with dimensions 1024 x

1024.

In the CPU part:

    - The matrices are multiplied using numpy's `matmul()` function, which performs matrix

multiplication in a highly optimized manner on the CPU.

In the GPU part:

    - The matrices are copied to the GPU using `cp.asarray()` and then multiplied using cupy's

`matmul()` function.

    - Just like in the vector addition example, `cp.cuda.Device(0).synchronize()` is used to ensure that

all GPU operations are completed before recording the time.

Output:

CPU Matrix Multiplication Time: 0.0374 seconds

GPU Matrix Multiplication Time: 0.1681 seconds

This example shows that matrix multiplication can benefit from the parallel processing power of the

GPU, as the GPU performs better in more complex operations than simpler ones.

However, for smaller operations or matrix sizes, the GPU may not show significant advantages due

to the overhead of data transfer and GPU initialization.

Possible Questions and Answers



1. **What is the advantage of using a GPU for matrix multiplication or vector addition?**

    - GPUs are designed for parallel computations and can execute many operations simultaneously.

In the case of matrix multiplication, GPUs can handle multiple operations concurrently, speeding up

large-scale operations. 

    - However, the overhead of transferring data to and from the GPU can reduce the overall

speedup for smaller tasks.

2. **Why does the GPU take longer for vector addition?**

    - The GPU's strength lies in handling large, parallel tasks, and for simple operations like vector

addition, the overhead of initializing the GPU and transferring data might outweigh its performance

advantage.

3. **What is the significance of `cp.cuda.Device(0).synchronize()` in the code?**

    - This command ensures that the GPU has completed all operations before the code moves to

the next step. Without this synchronization, the program may record the time before the GPU

finishes processing, leading to incorrect timing.

4. **When should we use a GPU for tasks like matrix multiplication?**

    - GPUs are highly beneficial when the problem involves large-scale, parallelizable tasks, such as

multiplying large matrices or handling large datasets. The larger the data, the more pronounced the

speedup with GPUs becomes.

5. **What is the role of `cp.asarray()`?**

    - This function is used to copy a numpy array to the GPU, converting the numpy array into a cupy

array, which can then be used for GPU operations.

6. **What factors affect the performance of matrix multiplication on the CPU and GPU?**



    - Factors like the size of the matrices, the complexity of the task, and the data transfer times

between the CPU and GPU all impact the performance. For smaller matrices, the CPU might

perform better due to lower overhead.


